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Spontaneous and posed smile recognition based on spatial and temporal patterns of
facial EMG
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Abstract—Facial expressions are one of the most salient cues
of affect. However, they are also a communication tool that
can be expressed voluntarily. Spontaneous and posed facial ex-
pressions have different characteristics. In this study, we show
the potential of using Electromyography (EMG) in a wear-
able device to automatically differentiate between posed and
spontaneous smiles. This classification is moderately successful
when using spatial and magnitude features, and increases
significantly if temporal features are included. Hence, the high
temporal resolution of EMG-based detection is advantageous
in this task.

1. Introduction

Automatic detection of human affect is beneficial in
diverse applications. Knowing if a person is happy could
help to assess its satisfaction with a service or a product;
the quality of life of a patient who cannot communicate
otherwise; or to create empathy in human-robot interaction.

One of the most used cues to detect affect is facial
expression recognition. Facial expressions are usually re-
lated to emotional states of a person. However, these facial
expressions can also be voluntarily fabricated to transmit
a deliberate message. According to [1], “the movements
inherent to posed facial expressions display an emotion an
expresser ostensibly intends to convey, whereas spontaneous
facial expressions correspond to an expressers actual, unmit-
igated emotional experiences.” Moreover, spontaneous facial
expressions are an automatic motor movement, and posed
facial expressions are voluntary. Hence, they are believed to
have different neural pathways [2], and they are represented
by different temporal dynamics from Electroencephalogra-
phy (EEG) signals [3], [4].

Perhaps the most commonly studied facial expression
regarding posed and spontaneous differences are smiles.
Besides expressing happiness, a smile can also be used
to convey kindness to others. Different terms have been
used to refer to these smile-types. Posed and deliberate
smiles are often used as synonymous, and they are opposite
to spontaneous smiles. Several differences among posed
and spontaneous smiles have been found. The most sound
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Figure 1: The wearable device used to record EMG during
the elicited smiling behavior.

difference is the activation of the orbicularis oculi muscle
that was believed to happen during spontaneous smiles only
[5]; in the so-called Duchenne smile. Nevertheless, recent
studies have found that this muscle is activated both in posed
and spontaneous smiles [1]. Furthermore, posed smiles tend
to have a larger amplitude [2], [6], [7]. Besides these spatial
differences, spontaneous and posed facial expressions differ
substantially in their temporal dynamics [2], [6], [7], [8],
[9], [10]. Whilst these vary, most agree that posed and
spontaneous smiles differ in amplitude, rising and decaying
speed, and duration. Spontaneous smiles tend to last longer
than posed ones [7], [9], [10]; they have multiple peaks [10];
and they have longer rising, decaying, and peak durations
[6], [10]. Furthermore, posed smiles have a longer onset and
offset speed [6]. According to [5], spontaneous expressions
have a fast and smooth onset; with apex coordination, in
which muscle contractions in different parts of the face peak
at the same time. In posed expressions, the onset tends to
be slow and jerky, and the muscle contractions typically do
not peak simultaneously.

Most of these evidence has been found using human
coding and Computer Vision methods [1], [2], [10]. How-
ever, these have limitations in the time needed to process the
data before differentiating these smiles. Furthermore, their
sampling rate is limited. In contrast, physiological signals
have a higher temporal resolution and are able to pick up
information even if it is not visually perceivable. Several
studies have already proven the feasibility of recognizing
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Figure 2: The signal processing steps for each type of analysis.

emotion in a real-time setting from electro-physiological
signals. For example, [11] used Electromyography (EMG),
and skin conductance to add real-time affection detection to
a gaming scenario. Other studies have also explored emotion
recognition using EMG. [12] performed emotion recognition
from EMG using a wavelet transform and different pat-
tern recognition methods, where Support Vector Machines
(SVM) outperformed Back-Propagation (BP) and Lagrange-
Multiplier (L-M) improved BP Neural Networks. However,
these were used to detect emotion categories and not specific
facial expressions.

In this study, we propose to use EMG wearable technol-
ogy to explore the temporal characteristics of spontaneous
and posed similes. In the following sections, the methodol-
ogy to collect samples of these smiles is described, along
with the wearable used to measure distal EMG. Finally, the
data analysis to unveil differences among these two types
of expression is included.

2. Wearable EMG

Four wireless surface dry-electrode EMG channels from
Biolog were used to record the data. The electrodes were
placed on the side of the face, on top of the temporalis
and the zygomaticus major muscles. This arrangement was
chosen following the guidelines from previous research [13].
We use the distal electrode locations on the side of the face
in order to capture facial expressions. Hence, we do not
identify the activity of each facial muscle, but we conduct a
pattern classification where facial expressions are considered
as a combination of the activity of all related facial muscles.
Due to the overlapping of the distal signal from different
muscle groups, special biosignal processing is applied.

This configuration was proven to be robust for detection
of smiles and frowns in various settings [14], [15], [16].
These four electrodes were placed in a circlet that can be
comfortably worn without covering the face (Figure 1).

3. Data collection

1) Experiment design and procedure. Participants
were informed that the purpose of the test was
to rate some videos with a questionnaire and by
measuring their facial EMG. To elicit spontaneous
smiles, a series of fun video stimuli were showed
to the participants in a counterbalanced order. In
total, participants watched eight videos. During
the first four, they were asked to “keep a neutral
face while watching the videos”. Therefore, we
expected all leaked expressions to be spontaneous.
In the second block, no particular instruction was
provided. Before and after watching the stimuli,
participants were asked to pose smiles, frowns,
and eye-brow lifts, supposedly with the purpose of
verifying the EMG signal. After the experiment,
participants were debriefed.

2) Stimuli. Three Ad videos known to elicit smiles
were selected from previous research [17]: “The
force” (Video TF, 62s), “House sitting” (Video HS,
30s), “Parisian Love” (Video PL, 53s). Addition-
ally, an edition of the 2011 Jimmy Kimmel Chal-
lenge “I Told My Kids I Ate All Their Halloween
Candy” (Video HA, 2min 9s), was included. During
these four videos, participants were asked to avoid
making any facial expressions. Four extra videos
showing fun and cute behavior were watched with
no particular instruction: “Baby expectancy” (Video
5, 29s), “Fun kiddies” (Video 6, 2min 18s), “Broth-
erhood” (Video 7, 53s), “Dirt Devil” (Video 8, Imin
28s). All videos were presented at 30 frames per
second with 720x480 pixel resolution.

3) Participants. Sixteen voluntary participants took
part on the study (average age=26.3 years old,
SD=3.24, 6 female). Eight participants were
Japanese and the rest from other European and
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ICA components of participant 16.

Figure 3: A sample of smile data with the estimated envelopes, peaks, and rise and decay sections. No-smile EMG data

was masked with zeros for easy visualization.

Latin American countries. None of them had ex-
perience using the measuring device, and 11 par-
ticipants had seen at least one of the videos before.
4) Measurements. During the task, surface EMG and
the participant’s face were recorded simultaneously.
The surface EMG was recorded at 1 kHz sampling
rate using a four channel Biolog DL-4000 system.
The camera used was a Sony Cyber-shot DSC-
RX100 IT with 1920 x 1020 resolution at 120 fps.

4. Data analysis

4.1. Video coding

All the recordings of the participants’ face while watch-
ing the stimuli were coded frame-by-frame for facial ex-
pressions by two experienced coders. The labeling included
coding for the onset, offset, and apex frames of the facial
expression; the Facial Action Unit Systems (FACS) Action
Units that were present in the expression; and whether it was
considered a smile or not, a posed expression or not, and
laughter or not. Smiles were often a display of AU6, AU12
and/or AU25. However, the smile label was not assigned
every time these AU occurred [17]. All facial movements
considered as swallowing, coughing, or sneezing were ex-
cluded. For the posed expressions block, the instruction
given to the participant was used to label the expression as
a smile or not. Furthermore, an experienced coder labeled
the data in the same manner as described for the stimuli
block to identify the start and the end of the posed facial
expressions.

4.2. Signal processing

The EMG signals picked up by the electrodes are trans-
mitted to a laptop via Bluetooth, where they are analyzed
using Matlab 2014a. Two different detection algorithms are
proposed. The first one relies on magnitude and spatial
features only, whereas in the second, temporal features of
the signal were included.

4.2.1. Spatial and magnitude features analysis pipeline.
The data from all four channels is band-pass filtered from
5 to 350 Hz. Second, it is notch filtered at 50 Hz and its
harmonics up to 350 Hz. Afterwards, any linear trends were
removed from the signal. Next, Independent Component
Analysis (ICA) was applied, to separate the components
from different muscles. Then, the absolute value of the
resulting components was calculated. Next, the RMS value
is calculated over overlapping windows of 100 ms, sliding
one sample at a time. The resulting data was labeled ac-
cording to the human coding, and used as features to train a
Neural Network (NN) with one hidden layer of four Sigmoid
neurons. To validate this model, cross-validation with 70%
train, 15% validation, and 15% test data was used. The
neural network aims to compare spontaneous smiles with
posed smiles. Due to the unbalanced nature of the data, the
majority class was undersampled to match the samples of
the minority class [18], [19]. This process is shown in figure
2a.

4.2.2. Temporal feature analysis pipeline. This method
followed a similar preprocessing as the previous one (Fig-
ure 2b). The four channels were band-pass filtered (5-350
Hz); notch filtered (50 Hz and harmonics); de-trended; the
absolute value of its ICAs was calculated; and the RMS
of the signal was calculated using an overlapping 100 ms
window sliding every sample. Afterwards, smile data was
selected according to the human label, and sliced in indi-
vidual smiles. Next, each smile data was smoothed using
an averaging non-overlapping window of 100 ms, and a
Savitzky-Golay Filter with a 5th order polynomial and 41
as frame length. Then, peak detection was performed on
the smoothed EMG signal to calculate the rising, and decay
times (Figure 3). The rising time is defined as the time taken
from the first minimum to the first maximum (peak) in the
smoothed signal; decay time is defined as the time between
the last maximum to the last minimum. Furthermore, the
magnitude change during rising and decay; and the rising
and decay speed were calculated as features. The resulting
feature set was standardized and used to train a Support



TABLE 1: Spontaneous and posed smile detection results.

(a) EMG-based posed and spontaneous smiles identifica-
tion. RMS was used as feature as described in section 4.2.1

Participant Spontaneous-smile detection
Precision | Recall Accuracy
1 7520% | 85.90% 81.40%
2 68.00% | 64.90% | 65.60%
3 78.90% | 77.20% | 77.80%
4 68.50% | 80.00% | 75.70%
5 91.80% | 93.30% | 92.60%
6 83.00% | 72.40% | 75.70%
7 78.60% | 70.90% | 73.10%
8 98.50% | 97.20% | 97.80%
9 33.00% | 61.30% | 56.10%
10 80.50% | 71.20% | 73.90%
11 71.00% | 74.40% | 73.30%
12 94.90% | 88.50% | 91.30%
13 92.00% | 80.50% 84.80%
14 92.20% | 87.50% 89.50%
15 83.70% | 76.710% | 79.10%
16 73.80% | 81.60% | 78.60%

Vector Machine (SVM) to distinguish between posed and
spontaneous smiles. A Gaussian Kernel Function was used.
To validate the model, a cross-validation with 70% train,
15% validation, and 15% test data was used. As with the
other method, the data was balanced to match the minority
class.

5. Results

In total, 240 spontaneous smiles and 353 posed smiles
were identified by the human coders. The Cohens Kappa
Coefficient of inter-rater agreement for spontaneous smile
labeling was 0.41 (p <0.01). The balance between the two
types of facial expression depended heavily on the manner
in which individual participants responded to the stimuli.
However, we could get at least nine spontaneous smiles from
each participant, and at most 19.

The spatial and magnitude features analysis pipeline
was moderately successful in distinguishing spontaneous
and posed smiles. Table la shows the classification results.
These range from 56.10% till 97.80% of accuracy. On the
other hand, the temporal feature analysis pipeline (table 1b)
accuracy values ranged from 85.23% till 96.43%. This clas-
sification was made in an average of 350 temporal features
per participant extracted from the envelopes of the EMG
measured while smiling. From these features, a series of t-
tests revealed that spontaneous smile duration differs from
posed smile duration (t(2276)=-11.535, p<0.01). Second,
the magnitude both types of smiles is not significantly
different (t(2276)=-0.19837, p>0.05). Finally, we observed
that the rising time (t(1151)=-7.5336, p<0.01) and decay
time (t(1124)=-8.8359, p<0.01) differ, but the speed of
change is not significant. Neither during the rising phase

(b) EMG-based posed and spontaneous smiles identification.
Spatio-temporal features were used as described in section
422

Participant Spontaneous-smile detection
Precision Recall Accuracy
1 85.16% 97.32% 87.98%
2 90.00% 100.00% | 90.70%
3 97.65% 94.32% 95.33%
4 87.50% 78.87% 85.63%
5 96.30% 100.00% | 96.43%
6 90.44% 86.62% 88.45%
7 87.94% 100.00% 89.43%
8 92.05% 99.29% 92.74%
9 91.84% 60.81% 85.23%
10 91.67% 72.13% 88.40%
11 86.13% 93.13% 88.18%
12 90.50% 87.10% 88.67%
13 84.75% 89.82% 86.54%
14 87.55% 90.27% 88.08%
15 89.37% 93.91% 89.41%
16 84.62% 84.62% 86.29%

(t(1130)=0.22068, p>0.05) nor during the decaying phase
(1(1108)=1.6413, p>0.05).

6. Discussion and conclusions

EMG has the potential to distinguish between sponta-
neous and posed smiles in a portable and real-time fash-
ion using a wearable. In this study, we provided support
for this using both magnitude and temporal features. Our
proposed algorithms take advantage of the ICA extraction
to estimate different sources of the EMG signal and its
magnitude. Furthermore, they also profit from the EMG’s
high temporal resolution to estimate smile characteristics
without consuming excessive computational resources. From
these two alternatives, the most successful results were
given by considering the temporal resolution of the signal.
As supported by previous studies, this is probably because
spontaneous smiles and posed smiles differ in this aspect. In
our data, the main difference was that spontaneous smiles
tend to last longer than posed ones. Nevertheless, this
might be influenced by the duration of the instruction to
pose a smile, and the method used to elicit spontaneous
expressions. Therefore, the nature of the smiles needs to be
interpreted carefully according to each particular context and
application. Posed smiles might last longer when they are
intended to convey a positive message to an interlocutor;
and spontaneous smiles might be as short as a quarter
of a second, as in the case of micro-expressions [20]. In
future work, we would like to explore in more detail how
these temporal characteristics differ by the communicative
intention of the wearer, and due to cultural differences.
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